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doctors, and researchers to make certain decisions. So, there is a need for a toolbox that can provide such functionalities with a 
user-friendly graphical user interface (GUI); availability may be commercial or open-source. Aim: This paper describes the 
proposed and developed open-source EEG VMAC Toolbox, which provides an interface with features including a series of state-
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Models, and 9) Help. Each menu of the toolbox contains several functionalities. In addition to these nine menus, a file conversion 
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Results and Findings: The EEG VMAC Toolbox has been developed using Python programming language and tested over the 
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psychologists, neuroscientists, clinical experts, and EEG researchers on the same platform to pursue extensive investigation and 
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1. Introduction 

Prior suitable time-frequency EEG signal analysis is very much essential before procced to train a machine 
learning model and come up with an investigative decision over human brain electrical activities. EEG recordings 
for longer duration (like CHB-MIT EEG data [1], consisting of seizure and non-seizure [2]) result in huge memory 
storage, which makes the analysis by doctors and researchers difficult, and those with less knowledge of code or do 
not intend to code. 

There have been several packages and works in progress in this field. Still, no one has come up with a single 
interface that gives the dynamics to the user itself to perform different signal processing techniques to train any 
Supervised Machine Learning model on time series data. So far, existing tools have limited functionalities, such as 
converting data into a different format, filtering, sampling, and others, that are only related to EEG data 
preprocessing. Considering the high usability of EEG signals, we have proposed and developed an open-source EEG 
VMAC Toolbox. 

The EEG VMAC Toolbox has been developed with the aim of performing different standard techniques to 
visualize, manipulate, analyze, and classify EEG signals dynamically, either confirming the entire dataset or a 
particular selected EEG channel. The noise removal for EEG Data resembles – BandPass filtering and Butterworth 
low pass filtering in this EEG VMAC Toolbox. For the need of computation to analyze EEG data, flagged signal 
Decomposition functions/menus, spectrograms, spectrums, feature reduction, feature extraction, and many more 
have been consolidated. The proposed Toolbox has been equipped to enable the user to obtain models affably made 
by themselves and classify the test data on those saved models, such as Logistic Regression, SGD Classifier, Support 
Vector Machine Classifier, Decision Tree Classifier, Random Forest Classifier, Gradient Boosting, K-Nearest 
Neighbors and Artificial Neural Network. Any aggregated EEG signals could be processed and visualized, according 
to the agenda of this Toolbox, provided that the dataset must have a time column (Time Series Data is mandatory). 
Major functionalities of EEG VMAC Toolbox are mentioned in section-3 and also, shown in Fig. 1. On a definite 
note, we had all our operations being thoroughly checked with a vivid 
functional analysis and application on CHB-MIT Scalp EEG Dataset [1]. 
EEG VMAC Toolbox is developed using python programming language 
with the aim of analyzing EEG recordings whose format is in edf or in csv 
only. This Toolbox could view EEG data in csv and edf format/files and 
even the conversions of the data are also provided i) from edf to csv, ii) 
from edf to excel, iii) from csv to edf. For all manipulation pandastable 
[3] is being integrated with proper configuration. The library pandastable 
[3] provides the standard GUI table widget framework in tkinter for data 
analysis functionality. 

This work is in the context of developing, an open-source toolbox with 
user friendly Graphical User Interface (GUI) which totally works for the 
incorporating EEG signals operations and visualization. The GUI of this 
toolbox contains specific click-based menu for signals loading, 
preparation (using the functionality of pandastable [3]) analysis, 
manipulation, visualization and classification. The analysis outcome can 
be obtained easily and quickly. The main objective of EEG VMAC 
Toolbox is that various standard packages (related to few signals 
processing and classification) and visualizations are summed up in a single GUI. We have used the most widely used 
seizure detection dataset namely CHB-MIT Scalp EEG dataset [1] for testing the developed toolbox. 

More specifically, our plan was to design a genteel open-source toolbox which could connect the pipeline from 
the data visualization, analysis and manipulation to classification of EEG data and saving necessities on the way. We 
have added the feature of saving the data in completion of each and every step. 

Key contributions in the development of the EEG VMAC Toolbox are: 
• Open-Source User-Friendly GUI: Features an intuitive graphical user interface that simplifies access 

to functionalities, making it accessible to users with varying technical expertise. 

Fig. 1.  Major functionalities of EEG VMAC 
Toolbox. 
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• Comprehensive EEG Processing: Integrates various techniques for EEG signal visualization, 
manipulation, analysis, and classification, enhancing workflow efficiency for researchers and clinicians. 

• Visualization Capabilities: Offers diverse visualization options, including channel plots, local peaks, 
power spectral density, and spectrograms, enabling detailed insights into EEG data. 

• Filtering and Decomposition: Provides advanced filtering (Band Pass, Butterworth) and decomposition 
methods (DWT, EMD, FFT, HHT) for effective EEG signal cleaning and analysis. 

• Classification Support: Facilitates the training and validation of multiple classification algorithms (e.g., 
Logistic Regression, SVM, Random Forest), empowering users to build tailored models for EEG data 
classification. 

The organization of this paper has been arranged into the following parts: Section 2 describes the summary of the 
problem Statement, background, experimental data, and contributions. Section 3 contains the framework of the EEG 
VMAC Toolbox and its features. Section 4 demonstrates GUI screenshots and empirical outputs of the EEG VMAC 
Toolbox. Section 5 proclaims the additional functionalities. Section 6 shows the comparison table to differentiate 
EEG VMAC from the existing Toolboxes and includes the future scope of our developed toolbox, and section 7 
concludes this paper with a few limitations of this Toolbox. 

2. Summary of Problems Statement, Background and Contributions 

This section provides insight into our proposed tool's problem statement, background, and contribution.  
Processing EEG signals has always been a challenging task to perform due to its sensitivity and measuring 
techniques. One needs to do much research, grill many questions, or surf the internet to find what various kinds of 
analysis and visualization techniques could be applied to an EEG Signal Visualization, Manipulation, Analysis, and 
Classification. In order to provide the best-organized schemes, we have designed this EEG VMAC Toolbox GUI 
that covers various methods of Signal visualization, Manipulation, Analysis, and Classification, which includes data 
manipulation, pre-processing, data analysis, filtering, signal decomposition, and most unique part – it has provision 
to train eight supervised machine learning models for classification. More particularly, input data pre-processing, 
filtering, decomposition, feature reduction, extraction, labeling the class, concatenating two or more files, and then 
preparing the models - Logistic Regression, Stochastic Gradient Descent Classifier, Support Vector Machine 
Classifier, Decision Tree Classifier, Random Forest Classifier, Gradient Boosting, K-Nearest Neighbors and 
Artificial Neural Network can be done easily with the help of our proposed and developed EEG VMAC Toolbox.  

The Python script of this toolbox consisting of the algorithms and functions are arranged in a consistent manner 
with a well demonstration using the Graphical User Interface. EEG VMAC Toolbox is integrated using a python 
GUI package called “tkinter” in such a way that it makes the operations to execute tightly. The Python libraries 
being used for the visualization are – pandastable [3], matplotlib [4], mne [5], PIL[6], cv2[7], scipy [8] and for 
operations – pandas[9], sklearn [10], pickle [11], pyeeg [12], numpy [13], os [14], pyedflib [15], Pylab [16], 
PyEMD [17], pywt [18], future [19], xlrd [20], tkinter [21] and keras[22]. 

The sole objective of this toolbox is to provide functionalities that could be performed on the EEG time series 
dataset. Someone without experience with machine learning terms could also train a model and save it for future 
use. The models could be on epileptic seizure detection, motor imagery task classification, and so on and so forth. In 
this proposed toolbox, we considered a few machine-learning approaches to construct classifiers for epileptic seizure 
[2] detection through analysis of the scalp EEG signals. 

The metadata for this EEG VMAC Toolbox, including quick guides, manuals, support info, and downloadable 
links, have been mentioned in the Data availability statement section.  

Experimental Data: The proposed and developed EEG VMAC Toolbox has been tested on the CHB-MIT Scalp 
EEG dataset which is a benchmark dataset for Seizure detection, which is publicly available at [1]. It has mainly 23 
cases, mentioned as chb01, chb02 and so on. Each case has many EEG recordings arranged as chb01_01.edf, 
ch01_02, and so on. We have considered chb01_27 for the purpose of functionalities (except label and classification 
models functionality) testing of EEG VMAC Toolbox.  User may use any of the samples from the CHB-MIT dataset 
as per their convenience. The experimental dataset follows the European Data format (edf), which supports the 
BIDS [23] standard.  
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It is always important to draw a line between our work proposed/developed and other concerned publications. 
Considering this, we have also attached a comparison table in section 6 (Table 3). 

3. EEG VMAC Toolbox Features and Framework 

Our proposed and developed open-source EEG VMAC Toolbox has nine clicked-based menus; each menu has 
different functionalities with different operational features. The detailed functionalities of each menu have been 
described as follows. 
EEG VMAC Toolbox functionalities: 

A. File  
i) Clear: It clears the table and closes the file which is already opened,  
ii) Open EDF file: Open/Views the EDF format files. 
iii) Open CSV file: Open/Views the CSV files. 
iv) Exit: this one exits the whole GUI (Graphical User Interface) currently running. 
B. Signal Visualization 
i) Visualize all EEG Channels: Plotting of all channels with different default colors to provide a better 

visualization to users for distinct EEG signals of selected EEG data files. 
ii) Visualize individual EEG Channel: This functionality facilitates the display of the particular channel from the 

entire dataset. 
iii) Visualize local Peaks: This functionality facilitates the display of all the local maximum points and the local 

minimum points [24] till that point of the channel timing entered by the user. 
iv) Visualize with MNE: This functionality facilitates the plotting of the EEG Signals in a detailed and more 

systematic way, allowing the operations provided under this package [5]. 
v) Visualize Power Spectral Density: This functionality facilitates the plot of the Power Spectral Density (PSD) 

[25] [5] of an input signal and provides the provision to save PSD plots. 
vi) Visualize Magnitude Spectrum: This functionality facilitates the visualization and saves the produced 

magnitude spectrum [26] [4] of the input EEG Signals.  
vii) Visualize Phase Spectrum: This functionality facilitates the visualization and saves the produced phase 

spectrum [26] [4] of the input EEG Signals.  
viii) Visualize Angle Spectrum: This functionality facilitates the visualization and saves the produced angle 

spectrum [27] [4] of the input EEG Signals.  
ix) Visualize Spectrogram: This functionality facilitates plotting and saving the spectrogram [28] [29] [4] image 

of the channel selected by the user. 
x) Crop file: This functionality facilitates cropping of an input file just by specifying the exact timing (time 

duration: start time and end time); the data will be cropped out, which lies within the range of the starting time and 
ending time. 

C. Filtering  
i) Band Pass Filtering: This functionality facilitates the users to save the performed Band Pass filtering [30] [5] 

over the selected channel. 
ii) Butterworth Filtering: This functionality facilitates the users to save the performed Butterworth [31] [8] 

filtering over the selected channel. 
D. Signal Decomposition 
i) Discrete Wavelet Transform (DWT): This functionality facilitates the user to perform three types of DWT 

[32][33]. The first one is Single Level DWT [34], the second one is Multilevel DWT [35], and the third one is 
Partial Level DWT [36]. After performing the DWT, the user can save the output.  

ii) Empirical Mode Decomposition (EMD): This functionality facilitates users to perform EMD [37] [38] [39] 
[16] [17] [40] with saving the output option as well. 

iii) Fourier Transform: This functionality facilitates users to perform FFT [41] [42] [43]. It takes the channel 
number as an input and then plots the fast Fourier transform output. Also, the user can save the output. 

iv) Hilbert-Huang Transform: This functionality facilitates to user to calculate and plot the HHT transform [44] 
[8] [16] [40] and save it. 
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E. Feature Reduction: This functionality facilitates the user to perform Principal Component Analysis (PCA) 
[45][46] and Independent Component Analysis (ICA) [47][48]. Users can choose one of them to reduce the 
dimension of the input EEG Data as per the requirement. 

F. Feature Extraction: This functionality facilitates the user to extract features from the input EEG signals. 
Users can extract a list of features which are Max Peak Values [24], Min Peak Values [24], Maximum, Minimum, 
Mean, Range, Root Mean Square, Variance, Standard Deviation, Kurtosis, Skewness; all can be referred from 
[49][50], DFA (Detrended Fluctuation Analysis), Hurst (Hurst Exponent), PFD (Petrosian Fractal Dimension), HFD 
(Higuchi Fractal Dimension), Hjorth (Hjorth mobility and complexity) [49][51], SVD Entropy, BIN Power (Power 
Spectral Intensity (PSI) and Relative Intensity Ratio (RIR)) [12]. 

G. Label 
i) Add Labels in Data: This functionality allows the user to annotate or label the classes belonging to the input 

data files, which is useful when performing classification. 
ii) Concat Labeled Data: This functionality facilitates to user for concatenating the annotated or labeled files for 

the classification model training. 
H. Classification Models: This functionality facilitates the user to perform the classification task. The 

classification Model menu option has two functionalities – i) Training and saving models and ii) Checking 
predictions on saved models. In total, eight classification algorithms have been included in the Training and saving 
models functionality. Eight classification algorithms are Logistic Regression [52][53], Stochastic Gradient Descent 
Classifier [54][55], Support Vector Machine [56][57], Decision Tree Classifier [58][59], Random Forest [60][61], 
Gradient Boosting [62][63], K-Nearest Neighbors [64][65] and Artificial Neural Network [66][67]. The user can 
build and train a classification model with the help of any desired algorithm they wish to and if they have the pre-
trained model ready, they can perform testing using Checking predictions on saved models’ functionality.  

I. Help: This functionality facilitates the user to get the user manual and recent updates about the EEG VMAC 
Toolbox. 

These are the main functionalities available in the EEG VMAC Toolbox version 1.0.0. To utilize this toolbox's 
features, users need to install its pre-required Python packages listed in Table 1. In this toolbox, the ninth menu has 
the functionality for selecting classification models. To use the classification features of this toolbox, users need to 
select one of the existing models from the ninth menu. To train a particular model, the user should have a training 
dataset beforehand with a labeled class, as this functionality is a must for training a supervised learning model. After 
training, the user can save the trained model for the use of testing over the test data. Hyperparameters of the eight 
classification models are mentioned in the Table 2. 
 
                                   Table 1. Python packages are required to install before running the EEG VMAC Toolbox script. 

Package Name Version Package Name Version 
tkinter [21] 0.1.0 Sklearn-extensions [68] 0.0.2 
mne [5] 0.20.7 pydot [69] 0.0.2 
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Imageio [70] 2.5.0 xlrd [20] 1.2.0 
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tensorflow [73]  2.0.0a0   
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Table 2: Hyperparameter configuration of the Classification models. 
Classification models Hyperparameter configuration 
Logistic Regression penalty='l2', dual=False, tol=0.0001, C=1.0, fit_intercept=True, intercept_scaling=1, class_weight=None, 

random_state= user_input, solver='lbfgs', max_iter=100, multi_class='auto', verbose=0, warm_start=False, 
n_jobs=None, l1_ratio=None 

Stochastic Gradient 
Descent Classifier 

loss='hinge', penalty='l2', alpha=0.0001, l1_ratio=0.15, fit_intercept=True, max_iter=1000, tol=0.001, 
shuffle=True, verbose=0, epsilon=0.1, n_jobs=None, random_state= user_input, learning_rate='optimal', 

eta0=0.0, power_t=0.5, early_stopping=False, validation_fraction=0.1, n_iter_no_change=5, 
class_weight=None, warm_start=False, average=False 

Support Vector 
Machine 

C=user_input, kernel='rbf', degree=3, gamma='scale', coef0=0.0, shrinking=True, probability=False, tol=0.001, 
cache_size=200, class_weight=None, verbose=False, max_iter=- 1, decision_function_shape='ovr', 

break_ties=False, random_state=user_input 
Decision Tree criterion='gini', splitter='best', max_depth=None, min_samples_split=2, min_samples_leaf=1, 

min_weight_fraction_leaf=0.0, max_features=None, random_state= user_input, max_leaf_nodes=None, 
min_impurity_decrease=0.0, class_weight=None, ccp_alpha=0.0 

Random Forest n_estimators= user_input, criterion='gini', max_depth=None, min_samples_split=2, min_samples_leaf=1, 
min_weight_fraction_leaf=0.0, max_features='auto', max_leaf_nodes=None, min_impurity_decrease=0.0, 
bootstrap=True, oob_score=False, n_jobs=None, random_state= user_input, verbose=0, warm_start=False, 

class_weight=None, ccp_alpha=0.0, max_samples=None 
Gradient Boosting loss='deviance', learning_rate=0.1, n_estimators= user_input, subsample=1.0, criterion='friedman_mse', 

min_samples_split=2, min_samples_leaf=1, min_weight_fraction_leaf=0.0, max_depth=3, 
min_impurity_decrease=0.0, init=None, random_state= user_input, max_features=None, verbose=0, 

max_leaf_nodes=None, warm_start=False, validation_fraction=0.1, n_iter_no_change=None, tol=0.0001, 
ccp_alpha=0.0 

K-Nearest Neighbors n_neighbors=user_input, weights='uniform', algorithm='auto', leaf_size=30, p=2, metric='minkowski', 
metric_params=None, n_jobs=None 

Artificial Neural 
Network 

units=user_input, activation=user_input, use_bias=True, kernel_initializer="glorot_uniform", 
bias_initializer="zeros", kernel_regularizer=None, bias_regularizer=None, activity_regularizer=None, 

kernel_constraint=None, bias_constraint=None, random_state= user_input 

4. Empirical outputs of the functionalities of EEG VMAC Toolbox 

In this section, we have shown and described the major things of all functionalities of our developed toolbox in a 
demonstrative manner, including empirical outputs of each functionality. Demonstrative outputs of each menu are 
mentioned as follows. 

4.1. Empirical outputs of the functionalities of File menu  

The file menu has four functionalities are Open EDF file, Open CSV file, 
Clear and Exit. Where, Open EDF file allows user to open EDF files, Open 
CSV file allows user to open CSV files, Clear allows user to clear loaded data 
and Exit allows user to exit from the GUI. An empirical output of the file menu 
has been shown using Fig. 2. 

4.2. Empirical Outputs of Signal Visualization Functionality  

Under this menu we have a total ten functionalities. Primarily we have used 
scipy [8], matplotlib [4], numpy [13] and mne [5] packages. Ten functionalities 
of this menu bar are (1) Visualize All EEG Signals, (2) Visualize Individual 

Fig. 2. Functionalities of file menu of 
EEG VMAC Toolbox. 
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EEG Channel, (3) Visualize Local Peaks, (4) Visualize with MNE, (5) Visualize Power Spectral Density, (6) 
Visualize Magnitude Spectrum, (7) Visualize Phase Spectrum, (8) Visualize Angle Spectrum, (9) Visualize 
Spectrogram, (10) Crop file.  

(1) Visualize All EEG Signals, functionality helps to visualize the entire signals (contain in the selected file) 
values in a table as well as in color plot pop-up window. The signals data were plotted using the python package 
matplotlib [4] and adjusted it in a pop-up window. A visual representation of all EEG channels color plot has been 
shown using Fig. 3.  

(2) Visualize Individual EEG Channel, functionality helps the user to observe the individual channel in depth. 
The user just needs to enter the particular channel number in pop-up prompt then the corresponding signals values 
and color plot will display. A visual representation of the output of this functionality has been shown in Fig. 4.  

(3) Visualize Local Peaks, functionality helps user to visualize local maximums and local minimums peaks of a 
signal of an individual channel. A visual representation of the output of this functionality has been shown using Fig. 
5.  

 (4) Visualize with MNE, functionality helps user to visualize EEG data with MNE [5]. A visual representation of 
the output of this functionality has been shown using Fig. 6.  

(5) Visualize Power Spectral Density, functionality helps user to visualize and analyze the power spectral density 
(PSD) [25] [5] of an input EEG signals. A visual representation of the output of this functionality has been shown 
using Fig. 7. 

(6) Visualize Magnitude Spectrum, produces a magnitude Spectrum [26] [4] for any selected channel of an input 
EEG data. The magnitude_spectrum() function in the pyplot module of matplotlib [4] python package plots this 
spectrum of a periodic signal. A visual representation of the output of this functionality has been shown using Fig. 8. 

(7) Visualize Phase Spectrum, functionality produces a Phase Spectrum [26] [4] of an input EEG signal. In the 
background, the phase_spectrum() function in the pyplot module of matplotlib [4] python package plots the phase 
spectrum of the input signal. A visual representation of the output of this functionality has been shown using Fig. 9. 

(8) Visualize Angle Spectrum, functionality produces an Angle Spectrum [27] [4] of an input EEG signal. In the 
background The angle_spectrum() funtion in the pyplot module of matplotlib [4] python package plots the angle 
spectrum of an input EEG signal. A visual representation of the output of this functionality has been shown using 
Fig. 10. 

(9) Visualize Spectrogram, functionality provides user to visualize the spectrogram [28] [29] [4] of a time series 
data (e.g EEG). A visual representation of the output of this functionality has been shown using Fig. 11.  

(10) Crop file, functionality allows the user to take away and store some part of the data which is an essential for 
some particular cases, this feature is domain specific. We have added this facility in this EEG VMAC Toolbox to 
separate the data accordingly as per classes or labels.  

Suggesting to refer the user manual for the proposed toolbox for the step-by-step process in detail to perform all 
functionality. 

 

Fig. 3. Output of the visualize all EEG signals 
functionality. 

Fig. 4. Output of the visualize individual 
EEG channel functionality. 

Fig. 5.  Output of the visualize local peaks 
functionality. 



	 Gopal Chandra Jana  et al. / Procedia Computer Science 258 (2025) 1062–1080� 1069 G. C. Jana, et al. / Procedia Computer Science 00 (2025) 000–000  7 

EEG Channel, (3) Visualize Local Peaks, (4) Visualize with MNE, (5) Visualize Power Spectral Density, (6) 
Visualize Magnitude Spectrum, (7) Visualize Phase Spectrum, (8) Visualize Angle Spectrum, (9) Visualize 
Spectrogram, (10) Crop file.  

(1) Visualize All EEG Signals, functionality helps to visualize the entire signals (contain in the selected file) 
values in a table as well as in color plot pop-up window. The signals data were plotted using the python package 
matplotlib [4] and adjusted it in a pop-up window. A visual representation of all EEG channels color plot has been 
shown using Fig. 3.  

(2) Visualize Individual EEG Channel, functionality helps the user to observe the individual channel in depth. 
The user just needs to enter the particular channel number in pop-up prompt then the corresponding signals values 
and color plot will display. A visual representation of the output of this functionality has been shown in Fig. 4.  

(3) Visualize Local Peaks, functionality helps user to visualize local maximums and local minimums peaks of a 
signal of an individual channel. A visual representation of the output of this functionality has been shown using Fig. 
5.  

 (4) Visualize with MNE, functionality helps user to visualize EEG data with MNE [5]. A visual representation of 
the output of this functionality has been shown using Fig. 6.  

(5) Visualize Power Spectral Density, functionality helps user to visualize and analyze the power spectral density 
(PSD) [25] [5] of an input EEG signals. A visual representation of the output of this functionality has been shown 
using Fig. 7. 

(6) Visualize Magnitude Spectrum, produces a magnitude Spectrum [26] [4] for any selected channel of an input 
EEG data. The magnitude_spectrum() function in the pyplot module of matplotlib [4] python package plots this 
spectrum of a periodic signal. A visual representation of the output of this functionality has been shown using Fig. 8. 

(7) Visualize Phase Spectrum, functionality produces a Phase Spectrum [26] [4] of an input EEG signal. In the 
background, the phase_spectrum() function in the pyplot module of matplotlib [4] python package plots the phase 
spectrum of the input signal. A visual representation of the output of this functionality has been shown using Fig. 9. 

(8) Visualize Angle Spectrum, functionality produces an Angle Spectrum [27] [4] of an input EEG signal. In the 
background The angle_spectrum() funtion in the pyplot module of matplotlib [4] python package plots the angle 
spectrum of an input EEG signal. A visual representation of the output of this functionality has been shown using 
Fig. 10. 

(9) Visualize Spectrogram, functionality provides user to visualize the spectrogram [28] [29] [4] of a time series 
data (e.g EEG). A visual representation of the output of this functionality has been shown using Fig. 11.  

(10) Crop file, functionality allows the user to take away and store some part of the data which is an essential for 
some particular cases, this feature is domain specific. We have added this facility in this EEG VMAC Toolbox to 
separate the data accordingly as per classes or labels.  

Suggesting to refer the user manual for the proposed toolbox for the step-by-step process in detail to perform all 
functionality. 

 

Fig. 3. Output of the visualize all EEG signals 
functionality. 

Fig. 4. Output of the visualize individual 
EEG channel functionality. 

Fig. 5.  Output of the visualize local peaks 
functionality. 

8 G. C. Jana, et al. / Procedia Computer Science 00 (2025) 000–000 

Fig. 6. Output of the visualize with MNE 
functionality. 

Fig. 7. Output of the visualize power spectral 
density functionality. 

Fig. 8. Output of the visualize magnitude 
spectrum functionality. 

Fig. 9. Output of the visualize phase spectrum 
functionality. 

Fig. 10. Output of the visualize angle 
spectrum functionality. 

Fig. 11. Output of the visualize spectrogram 
functionality. 

4.3. Empirical Outputs of filtering Functionality 

EEG VMAC Toolbox has two main functionalities under filtering menu. The main two functionalities are Band 
Pass Filtering [30] [5] and Butterworth Filtering [31] [8]. Where, Band Pass Filtering, functionality helps the user to 
perform the filtering operation over the input data with a low band pass filtering [30] [5] function. Under this 
functionality, full-fledged band pass filtering of MNE [5] package has been used for computing and plotting this 
filter. In addition to this the lower frequency used is 7 and higher frequency as 30. The rest of the default parameters 
are same as in MNE package whose details could be referred from [74]. A visual representation of the output of this 
functionality has been shown using Fig. 12. On the other hand, Butterworth Filtering, functionality helps the user to 
perform the filtering operation over the input data with a butterworth filtering [31] [8] function. Under this 
functionality, Butterworth low pass filtering functionality in Scipy [8] package has been used for the computing and 
plotting this filter. The rest of the default parameters are same as in Scipy package whose details could be referred 
from [75]. A visual representation of the output of this functionality has been shown using Fig. 13. 

 

Fig. 12. Output of the Band Pass filtering functionality. 
Fig. 13. Output of the ButterWorth filtering 

functionality. 

4.4. Empirical outputs of signal decomposition functionality  

Signal decomposition is one of the common techniques used in EEG signal analysis. This functionality provides 
users to perform signal decomposition operations using Discrete Wavelength Transform [32][33] (Single [34], 
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multi-level [35] and partial [36]), Empirical Mode Decomposition [37] [38] [39] [16] [17] [40], Fast Fourier 
Transform [41] [42] [43] and Hilbert-Huang Transform [44] [8] [16] [40]. EEG VMAC provides a simple click-
based GUI to utilize the functionalities of these three major decomposition techniques. Under the Discrete Wavelet 
Transform functionality, user can use single level, multilevel, and partial DWT as per the need. Where, Single Level 
DWT [34] functionality takes the EEG channel number and the mode (i.e name of the dwt family) as an input and 
then compute approximate coefficients and details coefficients and accordingly plots it. In this functionality, pywt 
[18] package has been used for the Single Discrete Wavelength Transform. A visual representation of the output of 
this functionality has been shown using Fig. 14 and Fig. 15. Similarly, Multilevel DWT [35] functionality takes the 
channel number, mode (i.e the name of the dwt family) and number of levels as an input to compute the output of 
the decomposition. In this functionality, pywt [18], and wavedec [18] has been used for the Multilevel Discrete 
Wavelength Transform. A visual representation of the output of this functionality has been shown using Fig. 16 and 
Fig. 17. Similarly, Partial Level DWT [36] functionality computes just a set of coefficients and is then useful when 
you need only the approximations or only details at the given level. In this functionality, pywt [18] package has been 
used for the Partial Discrete Wavelength Transform. A visual representation of the output of this functionality has 
been shown using Fig. 18 and Fig. 19. Similarly, the Empirical Mode Decomposition functionality helps the user to 
compute and visualize the IMFs of particular input EEG signals. To perform Empirical Mode Decomposition 
functionality, pylab [18] and PyEMD [17] packages have been integrated with this toolbox. It calculates the IMFs 
by using the emd() function. A visual representation of the output of this functionality has been shown using Fig. 20 
and Fig. 21. Similarly, Fourier Transform functionality facilitates users to compute and visualize the fast Fourier 
transform [41] [42] [43] of an input signal. In this functionality, scipy.fftpack has been used in the background to 
calculate the FFT. A visual representation of the output of this functionality has been shown using Fig. 22 and Fig. 
23. Similarly, Hilbert-Huang Transform functionality facilitates users to compute and visualize the Hilbert-Huang 
Transform (HHT) [44] [8] [16] [40] of an input EEG signal. In this functionality, Pylab [16], scipy.signal [8] and 
PyEMD [17] have been used in the background to compute the HHT. A visual representation of the output of this 
functionality has been shown using Fig. 24 and Fig. 25. 

 

Fig. 14. Output of the single level DWT functionality. Fig. 15. Shows the provision to save the computed values 
during performing single level DWT functionality. 
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Fig. 16. Output of the multilevel DWT functionality. Fig. 17. Shows the provision to save the computed values 
during performing multilevel DWT functionality. 

Fig. 18. Output of the partial DWT functionality. Fig. 19. Shows the provision to save the computed values 
during performing partial DWT functionality. 

Fig. 20. Output of the EMD functionality. Fig. 21. Shows the provision to save the computed values 
during performing EMD functionality. 

Fig. 22. Output of the Fourier Transform functionality. Fig. 23. Shows the provision to save the computed values 
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during performing Fourier Transform functionality. 

Fig. 24. Output of the Hilbert-Huang Transform 
functionality. 

Fig. 25. Shows the provision to save the computed values 
during performing Hilbert-Huang Transform functionality. 

4.5. Empirical outputs of feature reduction functionality   

Feature Reduction functionality allows users to reduce features as well as consider only the essential EEG 
channels. This functionality of the EEG VMAC Toolbox includes – Principal Component Analysis (PCA) [45][46], 
and Independent Component Analysis (ICA) [47][48]. Both of these techniques have been included in the Toolbox 
for the use of dimension reduction of the EEG Data in terms of channel and feature extraction from input EEG 
signals. The toolbox allows users to specify the number of components they wish to retain. A visual representation 
of the output of this functionality has been shown using Fig. 26 and Fig. 27. 

 

Fig. 26. Outputs of the PCA functionality. Fig. 27. Outputs of the ICA functionality. 
 

4.6. Empirical outputs of feature extraction functionality 

Feature extraction functionality facilitates users to extract 
features from an input EEG signals. User can extract list of 
features which are time domain features such as Max Peak 
Values [24], Min Peak Values [24], Maximum, Minimum, 
Mean, Range, Root Mean Square, Variance, Standard 
Deviation, Kurtosis, Skewness, all can be referred from [49] 
[50], Time-frequency domain features such as DFA 
(Detrended Fluctuation Analysis), Hurst (Hurst Exponent), 
PFD (Petrosian Fractal Dimension), HFD (Higuchi Fractal 
Dimension), Hjorth (Hjorth mobility and complexity) [49] 

Fig. 28. Output of the feature extraction functionality. 
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signals. The toolbox allows users to specify the number of components they wish to retain. A visual representation 
of the output of this functionality has been shown using Fig. 26 and Fig. 27. 

 

Fig. 26. Outputs of the PCA functionality. Fig. 27. Outputs of the ICA functionality. 
 

4.6. Empirical outputs of feature extraction functionality 

Feature extraction functionality facilitates users to extract 
features from an input EEG signals. User can extract list of 
features which are time domain features such as Max Peak 
Values [24], Min Peak Values [24], Maximum, Minimum, 
Mean, Range, Root Mean Square, Variance, Standard 
Deviation, Kurtosis, Skewness, all can be referred from [49] 
[50], Time-frequency domain features such as DFA 
(Detrended Fluctuation Analysis), Hurst (Hurst Exponent), 
PFD (Petrosian Fractal Dimension), HFD (Higuchi Fractal 
Dimension), Hjorth (Hjorth mobility and complexity) [49] 

Fig. 28. Output of the feature extraction functionality. 
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[51], SVD (Singular Value Decomposition) Entropy, and  Frequency-domain features such as BIN Power (Power 
Spectral Intensity (PSI) and Relative Intensity Ratio (RIR)) [12]. A visual representation of the output of this 
functionality has been shown in Fig 28. 

4.7. Empirical outputs of Label functionality 

Label menu of EEG VMAC Toolbox has two main functionalities which are 
Add label, better known as annotation [80] in the data (or for a class of data 
samples) and concatenation of all data after adding the label. After selecting the 
Add label from Label menu, user can load a data file to add class label in it and 
has a provision to save the data after adding the class label. For multiple data 
with classes annotated, the concatenation of those files with the same number 
of attributes could be performed through concat labelled data functionality. The 
functionalities of Label menu helps the user to add a class label properly before feeding the data into supervised 
machine learning models. A visual representation of this functionality has been shown using Fig. 29. 

4.8. Empirical outputs of classification models functionality  

Classification Models menu of EEG VMAC Toolbox has two main functionalities, which are training and saving 
models, and checking predictions over test data using the saved model. Training and Saving Models functionality 
facilitates users to perform training and save the trained pre-existed supervised machine learning models without 
doing any coding. Before proceeding to train an existing model, the user needs to load the labeled data (the user can 
prefer the functionalities of the Label menu of this toolbox to prepare data and add its class labels). After loading the 
labeled training data, the user needs to click on the Training and Saving Models functionality. This allows a pop-up 
window with all the names of pre-existed models and has provision to select anyone from them to perform training. 
An empirical training result of the Decision Tree and Support Vector Machine classifier has been shown using Fig. 
30 and Fig. 31, respectively. Checking predictions on the saved model functionality, facilitates users to use the 
saved model for testing/prediction. The user needs to select the saved trained model and the test data to get predicted 
results. An empirical prediction/testing result of the Support Vector Machine and Random Forest classifier has been 
shown using Fig. 32 and Fig. 33, respectively, where 70% of data have been considered for training and 30% from 
testing, suggesting to refer the user manual of this toolbox to understand the process in detail. 

 

Fig. 30. Shows the performance of the Decision 
Tree classifier training. 

Fig. 31. Shows the performance of the Support 
Vector Machine classifier training. 

 

Fig. 29. Shows the functionalities of the 
Label menu. 
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Fig. 32. Shows the prediction performance of the 
Support Vector Machine classifier over test data. 

Fig. 33. Shows the prediction performance of the 
Random Forest classifier over test data. 

4.9. Functionalities under Help 

The help menu of this toolbox will help users to get the user manual and 
an updated version of the EEG VMAC Toolbox. After clicking on Help, the 
user can find the direct link to the EEG VMAC Toolbox website and find 
more details about this toolbox. Also, the help menu has another 
functionality, “About Dataset”, which shows details (column names or any 
additional data that the data file has) of the selected data file. A visual 
representation of this functionality is shown in Fig 34. 

5. Additional functionalities of EEG VMAC Toolbox 

As mentioned earlier, the data edf or csv file is 
displayed in a table format using pandastable [3], a 
major advantage has been taken from that module. The 
pandastable Graphical User Interface has a showbar 
and statusbar, we have imported this package due to 
the feature of data exploration, functionalities could be 
referenced from [3]. Fig. 35 has been added to show 
the functionalities. 

In the toolbar down most part, we have added the 
functionality of conversion of files from one format to 
the other. They are as follows: - i) Convert edf to csv, 
ii) Convert edf to excel, iii) Convert csv to edf. This 
EEG VMAC Toolbox operates in only two extensions, 
i) edf files, and ii) csv files. If the user has any other 
file format, like suppose excel, that should get 
converted to any of these two. In case the conversion is 
done from csv to edf, the researcher/user should 
specify the sampling rate, i.e. for CHB-MIT its 256Hz. 
The functionalities of file conversion are highlighted 
and shown in Fig. 35. 

Fig. 34. Shows the help functionality of the 
toolbox. 

Fig. 35. Shows Pandastable toolbar and statusbar integrated in EEG 
VMAC Toolbox. The file conversion functionalities highlighted with 

red rectangular boxes at the bottom. 
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6. Comparison with existing Tools 

In this section, we have included a comparison of our toolbox with other existing tools. We have compared our 
toolbox with the EDF browser [76] [77], PyEEG [12] and EEGLab [78] [79], AnyWave [81], HAPPE [82], and 
qEEGt [83]. The EDF browser [76] [77] supports only EDF type files for any operations. This browser offers 
visualization of EEG signals for a particular selected channel from the loaded EEG data. Moreover, it also provides 
filtering functionalities for noise removal, the possibility of down-sampling of the working signal, and the power on 
the frequency bands computation. EEG VMAC Toolbox has more visualization scope compared to the EDF 
browser. It plots the spectrums, spectrograms, and the Power Spectral Density (PSD). These figures can be stored as 
an image itself or in csv format. In addition, this EEG VMAC Toolbox can also do signal decomposition, feature 
extraction and reduction, and filtering. There are a few common features, like the power on frequency bands, the 
filtering, and spectrograms. However, the EDF browser does not have the facility of doing data operations and 
saving it in csv, edf, excel, and pickle format files and combining the visualization with model training sections. 

EEGLab [78] [79] is an add-on toolbox of MATLAB for processing continuous and event-related EEG signal 
datasets. Besides, EEGLAB not only processes EEG data but also provides visualization functionalities, both in 
time-domain signal plotting form and also in a Graphical-Scalp drawing. EEGLab incorporates time-frequency 
analysis, IRF Filtering, and other interactive process flexibility to the user along with the facility of topological 
plotting of EEG Montages and many more. On the other hand, our proposed EEG VMAC Toolbox does not have 
montage functionalities; rather, it has ICA, PCA, feature decomposition, extraction, and classification model 
training and testing facilities. 

PyEEG [12] is a Python open-source module that has been developed to extract the EEG features. Initially, the 
motive behind the development of such modules was for epilepsy seizure detection, but now PyEEG has been 
upgraded. The interesting fact for PyEEG is that there are decomposing signal functionalities especially for the re-
projection. In the EEG VMAC Toolbox, PyEEG acts as an integral part. For feature extraction more than half of the 
features demonstrated above were extracted using this package. For our Toolbox, PyEEG plays an integral part in 
making it more effective. 

AnyWave [81] is a cross-platform tool capable of running on all common operating platforms. It provides basic 
visualizations, marking tools and data export functionality. It also provides external tools as plug-ins, permitted to 
be developed in any of the common languages such as C++, python and MATLAB to visualize and process EEG 
data. In addition to various filter and visualization settings, it also provides applying montage and processes data. 
AnyWave has the feature of independent component analysis (ICA) only. Interim, our EEG VMAC Toolbox cannot 
plot the scalp data as a montage, but it has the facility of various signals plotting it in time-domain format. In fact, 
our toolbox facilitates independent component analysis (ICA) and Principal Component Analysis (PCA). also, the 
classification model training and prediction/testing functionality makes it rare among all. 

HAPPE [82] mainly operates on raw files consisting of event-related and resting-state EEG data through a series 
of filtering and pre-processing of EEG data in a standardized manner in MATLAB. It has multiple stages of semi-
automated setting, designing a pipeline. HAPPE implements a wavelet-enhanced ICA (W-ICA) approach followed 
by ICA. Whereas the EEG VMAC is an open-source Python toolbox, it includes ICA, PCA, and various feature 
extraction techniques and also has a provision for training and testing the classification models. 

qEEGt [83] toolbox is based on the first wave of the Cuban Human Brain Mapping Project (CHBMP) and has 
marked as the first application in age-corrected normative Statistical Parametric Mapping. The evaluation of z 
spectra by built-in-age regression is obtained to calculate EEG Scalp spectra. This toolbox solves the inverse 
problem by utilizing VARETA. The qEEGt is totally based on the Quantitative Analysis of EEG data and its 
visualization. A different perspective of EEG VMAC Toolbox focuses on visualization, manipulation, analysis, and 
classification. 

In our EEG VMAC Toolbox, there has been no scope for montage or scalp display and operations accordingly, 
but we have several different functionalities (e.g., training and saving supervised machine learning model, etc.) as 
mentioned in the above sections. We tried to assemble it in a way for newcomers or for the researchers to Visualize, 
Manipulate/Modify, Analyze, and Classify the EEG Signals in one place using other already developed open-source 
packages – mne [5], scipy [8], pyeeg [12], pandastable [3], tensorflow [73], pickle [11], tkinter [21], matplotlib [4], 
pydot [69], sklearn [10] and many others already discussed above. 
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Since this toolbox is an open-source and first version, it has several scope to improve the existing functionalities 
and by adding relevant features specifically with the use and idea of several new visualization approaches/schemes. 
For instance, EEG VMAC Toolbox can be updated to visualize EEG plot Montage and analyses more of complex 
networks in EEG Datasets. Specially, the montage plotting, source measures of EEG, and more classification 
models can be added in future. A tabular version of these comparison has been shown in Table 3. 
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7. Conclusion 

The proposed and developed EEG VMAC Toolbox has been mainly designed to develop a user-friendly GUI for 
users having minor coding skills for the EEG time series data analysis and to use supervised Machine Learning 
models for classification. This toolbox has integrated with various mainstream EEG signals processing packages to 
make it easier for users to visualization, Manipulation, Analysis, and Classification with less involvement of codes; 
even users with good coding knowledge can easily custom and extend this toolbox. 

EEG VMAC Toolbox has been successfully tested in all the trials of the EEG time series dataset for Data 
Visualization, Manipulation, Analysis, and Classification. For our prime workflow, we have demonstrated all our 
techniques and operations using a time series CHB-MIT Scalp EEG database and proved that the user can proceed 
for EEG visualization, Manipulation, Analysis, and Classification with effortless use of EEG VMAC Toolbox. Also, 
Users can use this toolbox for EEG time series (edf or csv) analysis and classification for Alzheimer's, Autism 
spectrum disorder, Schizophrenia etc.  

This toolbox can be executed on Windows, Linux, iOS, or any other operating system having a Python 
environment with the mentioned packages in Table 1. It is recommended that the system should have a minimum of 
8 GB RAM and an Intel i5 core processor. GPU could be an advantage in training a classification model. 

However, i) while using this EEG VMAC Toolbox, sometimes, when opening the EDF or CSV files, the table 
appears blank. In such cases, the user needs to maximize or restore down the window size once. ii) Only edf and csv 
format files are accepted. The excel format files need to be converted to edf or csv before any kind of operation. iii) 
The model fitting option in pandastable showtoolbar has been under modification. The limitations of the toolbox are 
that it has been tested only with the CHB-MIT Scalp EEG dataset, and it relies on standard Python packages for 
EEG data visualization, analysis, and classification. 
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